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1. We propose a novel framework Graph Transformer Networks, 

to learn a new graph structure which involves identifying 

useful meta-paths and multi-hop connections for learning 

effective node representation on graphs.

2. The graph generation is interpretable and the model is able to 

provide insight on effective meta-paths for prediction.

3. We prove the effectiveness of node representation learnt by 

Graph Transformer Networks resulting in the best 

performance against state-of-the-art methods that additionally 

use domain knowledge in all three benchmark node 

classification on heterogeneous graphs.
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Q1) Are the new graph structures generated by GTN effective for 

learning node representation?

Q2) Can GTN adaptively produce a variable length of meta-paths

depending on datasets?

Q3) Can we interpret the importance of each meta-path from the 

adjacency matrix generated by GTNs?
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