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Results for CIFAR100 under different noise ratio

Model Additional Clean Data Noise = 20% Noise = 80%

MentorNet DD [1] Yes 73.0 35.0

Baseline No 60.0 8.00
Forgetting [1] No 61.0 16.0
Self-paced [1] No 70.0 13.0
Reed Soft [1] No 62.0 8.0
MentorNet PD [1] No 72.0 14.0
DCL (ours) No 75.68± 0.12 35.8± 1.0

Baseline on clean data (oracle) No 77.79± 0.42 58.32± 0.53

Table 1: Performance of our method on CIFAR100 under under 20% and 80% uniform label noise
with WideResNet28-10 model. Test accuracy shown in percentage.
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