Supplementary Material of ''Compacting, Picking and Growing for
Unforgetting Continual Learning," NeurIPS 2019

In this supplementary material, we report additional experimental results on CIFAR-100 dataset. Remember that
we have divided this dataset into 20 tasks. Each task has 5 classes.

Random Order of Tasks: We show that our approach remains effective when the order of tasks is changed. To
verify this, we reshuffle the 20 tasks and apply our continual-learning method to the tasks of new orders. The
results are shown in Table 8. In this table, CFP-ord.¢, (: = 1 - - - 3) are the three re-ordering sequences of tasks,
and CFP-ord.0 is the case of original ordering (with the same results of CPG shown in Table 1). As can be seen,
the average accuracy of the 20 tasks is roughly the same for the random-ordering settings, which reveals that our
approach is potentially applicable to continual lifelong learning when the order of tasks is arbitrary.

Table 8: The performance of CPG on CIFAR-100 twenty tasks in random order.
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