1 Supplementary Material

1.1 Derivation of equation (2)

The multi-information is defined as

e — op Py u0)
y-u:vi = <lgp(y)p(U)p(v)>y,U,v'
It satifies the chain rule
IY:U:V] = I[(Y,U):V]|+I[Y:U].
Therefore,
IY:U:V] = I[(Y,U):V]+I[Y: U]
= I[Y:(UV)]+1[U:V]
SI|(Y,U):V] = IY:(UV)+I[U:V]|-I[Y:U]
= IY: X]+I[U:V]|-IY: U].

1.2 Kernels and their derivatives
RBF kernel The RBF kernel is given by

|2
k(xi,x;) = exp (—7“61 ;JJH )

Its derivative w.r.t. x; is

o 2
8—%]“(5131‘733]‘) = k(zi,xj)- 3 (z; —xj).

RBF tensor kernel The RBF tensor kernel is given by

T QY — T2 @Yy
Fl(orm) (o) = oxp (-2 22000

||w1®y1—w2®y2||§ = (Z1QY,,T10Y;) —2(T1 Y, T2 ®Yy) + (T2 @ Yy, T2 ® Yy)
= (z1,71) (Y1, Y1) — 2(x1,®2) (Y1, Y2) + (T2, %2) (Y2, Y2) -

The derivative of k£ w.r.t. z; and y, are given by

aiwlk ((mla yl) ) (w27y2)) =k ((wlvyl) ) (mQ’ y2)) T (<y17y1> L1 — <y1a y2> .’132)

o2

G (@) @202) = F((@n) (@202) 5 (@10 91— (o1,32) ).

1.3 Computation of J

For the regular case For HSIC, the matrix J can be computed in terms of the partial derivatives

(D,(;”)ij = <68 k((ui5vi7yi)’(uj’vj’yj))>

Uin

ij
of the kernel with respect to the n* dimension of u (and analogously for v) in the first argument, even if i = j.

In general, consider any function f that depends on a kernel matrix K which in turn depends on set of data points u;

collected in the rows of a matrix Y. Since Kj; only depends on the it" and j*" example, the derivative ai—{n can be written as

8UW7 - Z (dK>U dum7 (511/ + 531/) or 8T:n = dlag ((8[( + oK D77 N (].].)

4,j=1




where Y., denotes the nth column of Y. With f = tr and %Kltr (K1HK>H) = HK-H, the derivatives in J = (J(“), J(”)) can

be generically computed as a function of the derivatives of kernels D7(7u) and D,(,v):

2
W - 2 ()T
J e (HEHD)T)
2
0 - 2 g ()T
J e (HEHDT),

since tr (K1 HKH) = tr (Ko HK1 H).

For the incomplete Cholesky decomposition When computing the derivative of 47, with the incomplete Cholesky de-
composition, we need to take into account that (i) each entry in the kernel matrix might now be a function of more than a pair
of data points, and we (ii) want to avoid having to compute the whole kernel matrix. In order to compute the derivative note
that the approximation K = LL" to K is given by

R R G

K, KLKG'Ki;
where ¢ is an index set containing the indices of the pivot elements used to compute the incomplete Cholesky decomposition and
7 ={1,....,m}\ i is its complement [1|. Therefore,

A 2 2 2 T —1 2
w | RHEH] = & (K,-iAEi)) ttr (K,-jAg.i)) ttr (KﬁAﬁj)) Ttr (K,JK KijAgj)) :
—A@)
where indexing with the index sets ¢ and j denotes the extraction of a sub-matrix of the respective matrix.
We can now take the derivatives of 47, with respect to the pivot and non- pivot elements (corresponding to the index sets ¢

and j and—equivalently—to rows of J). Note that equation (1.1) becomes ar = diag ( g If< D, ) in the case of the cross-kernel

matrix K;;. Using the product rule for matrix derivatives [2], this reduces the derivative of the approximate case to the one
above since

a T
9 (KTK;K@-]-A;?) _ K;lKijA§§)+(A§§)KjiK£1)
0K
4 KiK' K; A = KK AYK K
a7t K ij = s g A Bgilly,
0Ki;

Let K := K1, A® := HK,K, and 4 and j the pivot and non-pivot indices of K. Then the first k& columns (corresponding to
the features u;) of J are given by

Ji(:;) _ ﬁ (diag (AS)DSgT) + diag (A@)Di;,)] )—i—diag( 1K A(z ”n ) — diag (Ki—ilK,-jAg.i)K;ij 1D§% ))
m—

5w = ﬁ (atags (45305 ")+ diag (A5 K5 DT )
m—

Let K := Ko, A := HK H, and i and j the pivot and non-pivot indices of K». Then the last n — k columns (corresponding
to the features v;) of J are given by

JO = ﬁ( (A(l ,;’f) + diag (A“)DSZ,T) —i—diag( S K AYD ,;;T) _ diag (Ki;lK,-jA%)KJjK DT ))
JO = ﬁ( ag (A5 DY) + ding (A KK DY) ) -
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