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\The Problem: How to best combine the ensemble of multiple clustering solutions in a maximum consent sense? |

Goal
eLet P, P,..., Py be m partitions of the data.
«Each partition P; is produced by a different algorithm, C; in
an ensemble.
«Goal is to derive a partition P* for the ensemble.

Motivations
«No single clustering algorithm is perfect.

«In most real life applications, no ground truth is known.

« An ensemble will most likely be superior to individual solu-
tions.

Do pairwise voting strategies work?
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«Model can be convexified to a precise SDP.
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Which algorithms put (A, C, D) together?

7
Answer: None | So, we’ll see you at the poster then!
Compute togetherness Which algorithms put (A, B, C') together?
frequency/votes/weight of items, but Answer: At least one (C})
Considered pairwise Is this information useful?
Answer:Yes, as cohesiveness measures in clusters of
size > 2
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